
Reprinted from JAES, vol. 19, no. 9, pp. 734-743, 1971 October.

Determination of Loudspeaker Signal Arrival Times* 

Part I

RICHARD C. HEYSER

Jet Propulsion Laboratory, California Institute o f  Technology, Pasadena, Calif.

Prediction has been made that the effect of imperfect loudspeaker frequency response 
is equivalent to an ensemble of otherwise perfect loudspeakers spread out behind the real 
position of the speaker creating a spatial smearing of the original sound source. Analy
sis and experimental evidence are presented of a coherent communication investigation 
made for verification of the phenomenon.

INTRODUCTION: It is certainly no exaggeration to
say that a meaningful characterization of the sound field 
due to a  real loudspeaker in an actual room  ranks among 
the more difficult problems of electroacoustics. Some
how the arsenal of analytical tools and instrum entation 
never seems sufficient to  win the battle of real-world 
perform ance evaluation; at least not to the degree of 
representing a universally accepted decisive victory. In 
an attem pt to provide another tool for such m easure
m ent this author presented in a previous paper a m ethod 
of analysis which departed from  traditional steady state
[1]. It was shown that an in-place m easurem ent could be 
made of the frequency response o f that sound which 
possessed a  fixed time delay between loudspeaker exci
tation and acoustic perception. By this means one could 
isolate, within known physical lim itations, the direct 
sound, early arrivals, and late arrivals and characterize 
the associated spectral behavior. In a subsequent paper
[2] it was dem onstrated how one could obtain not only 
the universally recognized am plitude spectrum  of such 
sound but also the phase spectrum . It was shown that if 
one made a measurem ent on an actual loudspeaker he
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could legitimately ask “how well does this speaker’s di
rect response recreate the original sound field recorded 
by the m icrophone?” By going to first principles a proof 
was given [3] th a t a loudspeaker and indeed any trans
fer medium  characterized as absorptive and dispersive 
possessed w hat this author called time-delay distortion. 
T he acoustic pressure wave did not effectively emerge 
from  the transducer im m ediately upon excitation. In
stead it emerged with a definite tim e delay that was not 
only a function of frequency but was a multiple-valued 
function of frequency. As far as the sonic effect per
ceived by a listener is concerned, this distortion is iden
tical in form  to w hat one would have, had the actual 
loudspeaker been replaced by an ensemble of otherwise 
perfect loudspeakers which occupied the space behind 
the position of the actual loudspeaker. Furtherm ore, 
each of the speakers in the ensemble had a position that 
varied in space in  a frequency-dependent manner. The 
sonic image, if one could speak of such, is smeared in 
space behind the physical loudspeaker.

This present paper is a  continuation of analysis and 
experim entation on  this phenom enon of time-delay dis
tortion. The particular emphasis will be on determ ining 
how many milliseconds it takes before a sound pressure 
wave in effect emerges from  that position in space occu
pied by the loudspeaker.
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APPROACH TO THE PROBLEM

The subject m atter of this paper deals with a class of 
measurem ent and perform ance evaluation which consti
tutes a radical departure from  the m ethods norm ally 
utilized in electroacoustics. Several of the concepts pre
sented are original. It would be conventional to begin 
this paper by expressing the proper integral equations, 
and thus prom ptly discouraging many audio engineers 
from  reading further. M uch of the criticism raised 
against papers that are “too technical” is entirely just in 
the sense that common language statem ents are com 
pressed into com pact equations not fam iliar to most of 
us. The m ajor audience sought for the results of this 
paper are those engineers who design and work with 
loudspeakers. However, because the principles to be dis
cussed are equally valuable for advanced concepts of 
signal handling, it is necessary to give at least a minimal 
m athem atical treatm ent. F or this reason this paper is 
divided into three parts. The first part begins with a 
heuristic discussion of the concepts of time, frequency, 
and energy as they will be utilized in this paper without 
the usual ponderous mathematics. Then these concepts 
are developed into defining equations for loudspeaker 
m easurem ent, and hardw are is designed around these 
relations. The second part is a presentation of experi
m ental data obtained on actual loudspeakers tested with 
the hardware. The third part is an Appendix and is an 
analytical development of system energy principles which 
form the basis for this paper and its m easurem ent of a 
loudspeaker by means of a rem ote air path m easure
ment. The hope is that some of the mystery may be 
stripped from  the purely m athem atical approach for the 
benefit of those less inclined toward equations, and pos
sibly provide a few conceptual surprises for those accus
tomed only to rigorous mathematics.

TIME AND FREQUENCY

The sound which we are interested in characterizing 
is the result of a restoration to  equilibrium conditions 
of the air about us following a disturbance of that equi
librium by an event. An event may be a discharge of a 
cannon, bowing of a violin, or an entire movement of 
a symphony. A fundam ental contribution to analysis 
initiated by Fourier [4] was that one could describe an 
event in either of two ways. The coordinates o f the two 
descriptions, called the domains of description, are di- 
mensionally reciprocal in order that each may stand 
alone in the ability to describe an event. F or the events 
of interest in this paper one description involves the 
tim e-dependent pressure and velocity characteristics of 
an air medium expressed in the coordinates of time, 
seconds. The other description of the same event is ex
pressed in the coordinates o f reciprocal time, hertz. Be
cause these two functional descriptions relate to the 
same event, it is possible to  transform  one such descrip
tion into the other. This is done mathem atically by an 
integral transform ation called a Fourier transform . It is 
unfortunate that the very elegance of the mathem atics 
tends to  obscure the fundam ental assertion that any 
valid mathem atical description of an event automatically 
implies a second equally valid description.

It has become conventional to choose the way in 
which we describe an event such that the mathem atics

is most readily m anipulated. A  regrettable consequence 
of this is that the ponderous m athem atical structure but
tressing a particular choice of description may convince 
some that there is no other valid m athem atical choice 
available. In fact there may be m any types of represen
tation the validity of which is no t diminished by an ap
parent lack of pedigree. A conventional mathematical 
structure is represented by the assumption that a time- 
dom ain characterization is a scalar quantity while the 
equivalent reciprocal tim e-domain representation is a 
vector. Furtherm ore, because all values of a coordinate 
in a given dom ain must be considered in order to  trans
form  descriptions to the other domain, it is m athem ati
cally convenient to talk of a particular description which 
concentrates completely at a given coordinate and is 
null elsewhere. This particular m athem atical entity, which 
by nature is not a  function, is given the name impulse. 
I t is so defined that the F ourier transform  equivalent 
has equal magnitude at all values of that transform  co
ordinate. A  very special property of the impulse and its 
transform  equivalent is that, under conditions in which 
superposition of solutions applies, any arbitrary func
tional description m ay be m athem atically analyzed as an 
ordered progression of impulses which assume the value 
of the function at the coordinate chosen. In dealing with 
systems which transfer energy from  one form to an
other, such as loudspeakers or electrical networks, it is 
therefore mathem atically straightforw ard to speak of the 
response of that system to a single applied impulse. We 
know that in so doing we have a description which may 
be mathem atically m anipulated to  give us the behavior 
o f that system to any arbitrary signal, whether square 
wave or a Caruso recording.

In speaking of events in the tim e domain, most of us 
have no reservations about the character of an impulse. 
One can visualize a situation wherein nothing happens 
until a certain m om ent when there is a  sudden release of 
energy which is immediately followed by a return to 
null. The corresponding reciprocal time representation 
does not have such ready hum an identification, so a tacit 
acceptance is m ade that its characterization is uniform  
for all values of its param eter. An impulse in the re
ciprocal time domain, however, is quite recognizable in 
the time dom ain as a sine wave which has existed for 
all time and will continue to exist for all time to come. 
Because of the uniform  periodicity of the time-domain 
representation for an impulse at a coordinate location 
in the reciprocal time domain, we have dubbed the co
ordinate of reciprocal time as frequency. W hat we 
mean by frequency, in other words, is that value of co
ordinate in the reciprocal time domain where an im
pulse has a sine wave equivalent in the time dom ain with 
a given periodicity in reciprocal seconds. So far all of 
this is a m athem atical m anipulation of the two major 
ways in which we may describe an event. Too often we 
tend to assume the universe must somehow solve the 
same equations we set up as explanation for the way 
we perceive the universe at work. M uch ado, therefore, 
is made of the fact that many of the signals used by 
engineers do not have Fourier transform s, such as the 
sine wave, square wave, etc. The fact is that the piece 
o f equipm ent had a date of m anufacture and we can be 
certain that it will some day fail; but while it is available 
it can suffice perfectly well as a source of signal. The 
fact that a mathem atically perfect sine wave does not
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exist in no way prevents us from  speaking of the im 
pulse response of a loudspeaker in the time dom ain, or 
w hat is the same thing, the frequency response in the 
reciprocal tim e domain. Both descriptions are spectra in 
that the event is functionally dependent upon a single
valued coordinate and is arrayed in terms of tha t co
ordinate. If  we define, for any reason, a zero coordinate 
in one domain, we have defined the corresponding epoch 
in the other domain. Since each dom ain representation 
is a spectrum  description we could state th a t this exists 
in  two “sides.” One side is th a t for which the coordinate 
is less in m agnitude than the defined zero. The form  of 
spectral description in the general case is no t dependent 
on the coordinate chosen fo r the description. Thus we 
could, by analogy w ith com m unication practice which 
norm ally deals with frequency spectra in term s of side
bands, say th a t there are tim e-domain sidebands. The 
sideband phenom enon is the description of energy dis
tribution around an epoch in one domain due to  oper
ations (e.g., m odulation) perform ed in the other do
main. This phenom enon was used by this author to  solve 
for the form  of time-delay distortion due to propagation 
through a dispersive absorptive m edium  [3].
TT'ourier transform  relations are valid only for infi- 

nite limits of integration and w ork as well for 
predictive systems as they do for causal. T here is no 
inherent indignation in these transform s fo r a world 
with backward running clocks. The clock direction must 
be found from  some other condition such as energy 
transform ation. As pointed out previously [3], this lack 
of time sense led some investigators to  the erroneous 
conclusion that group delay, a single-valued property, 
was uniquely related to real-world clock delay for all 
possible systems and has led others to  the equally errone
ous conclusion tha t a uniform  group delay always guar
antees a distortionless system. W hen we consider w ork
ing with causal systems, where our clocks always run  
forward at constant rate, we must impose a condition 
on the tim e-domain representation tha t is strongly analo
gous to w hat the com m unication engineer calls single 
sideband when he describes a frequency attribute. We 
must, in other words, say that the epoch of zero tim e 
occurs upon stimulation of the system and that no energy 
due to that stimulation may occur for negative (prio r) 
time. The conditions imposed on the other dom ain rep
resentation, frequency domain, by this causal require
ment are described as H erm itian [21]. T hat is, both 
lower and upper sidebands exist about zero frequency 
and the am plitude spectrum  will be even symmetric 
about zero frequency while the phase spectrum  is odd 
symmetric.

The mathem atical simplicity of impulse (and  its sinu
soidal equivalent transform ) calculations has led to a 
trem endously useful series o f analytical tools. Among 
these are the eigenvalue solutions to the wave equa
tion in the eleven coordinates which yield closed form
[10]. However, these are m athem atical expansions which, 
if relating to one domain wholly, m ay be related 
to the other domain only if all possible values of co
ordinate are assumed. Trem endous m athem atical frus
tration has been experienced by those trying to inde
pendently m anipulate expressions in the two domains 
w ithout apparently realizing that each was a descrip
tion of the same event. H aving assumed one descrip

tion, our ground rules o f analysis prevent an arbitrary 
choice of the description in  the other domain. Because 
the time- and frequency-dom ain representations are two 
ways of describing the same event, we should not expect 
tha t we could m aintain indefinite accuracy in  a time- 
dom ain representation if we obtain this from  a restricted 
frequency-dom ain m easurem ent, no m atter how clever 
we were. If  we restrict the am ount of inform ation avail
able to  us from  one dom ain, we can reconstruct the 
other dom ain only to the extent allowed by the available 
inform ation. This is another way of expressing the inter
dom ain dependence, known as the uncertainty prin
ciple. Later we shall consider the process of weighting a 
given spectrum  description so as to  minimize some un
desirable sideband clutter when reconstructing the same 
inform ation in the com plem enting spectral description.

W hen dealing w ith very simple systems, no difficulty 
is encountered in using a frequency-only or time-only 
representation and interpreting joint domain effects. But 
the very nature of the completeness of a  given domain 
representation leads to extrem e difficulty when one asks 
such seemingly simple questions as, “w hat is the time 
delay of a given frequency com ponent passing through 
a system with nonuniform  response?” A prior paper 
dem onstrated that there is a valid th ird  description of an 
event [3]. This involves a  joint tim e-frequency charac
terization which can be brought into closed form  if one 
utilizes a  special prim itive descriptor involving first-order 
and second-order all-pass transm ission systems. In  some 
ways this third description, lying as it does between the 
two principal descriptions, m ay be m ore readily identi
fied with hum an experience. Everyone fam iliar w ith the 
score of a musical piece would be acutely aware of a 
piccolo solo which cam e two measures late. A  frequency- 
only or time-only description of this musical fiasco might 
be difficult to interpret, even though both contain the 
inform ation. O ther joint dom ain m ethods have been un
dertaken by other investigators [5],

Applying this th ird  description to  a loudspeaker pro
vided the m odel yielding tim e-delay distortion. It was 
shown that the answer to  the tim e of emergence of a 
given frequency com ponent had the surprise that at any 
given frequency there were multiple arrivals as a func
tion of time. T he nature o f the th ird  description was 
such tha t one could envision each frequency arrival as 
due to its own special perfect loudspeaker which had a 
frequency-dependent tim e delay which was single valued 
w ith frequency. If  the system processing the inform ation 
(in  this case a loudspeaker) has a  simple ordered pole 
and zero expansion in the frequency domain, then the 
arrival times for any frequency are discrete. If the ex
pansion has branch points, then the arrival times may 
be a bounded distribution. The general problem for 
which this provides a solution is the propagation of in
form ation through a dispersive absorptive medium. Even 
though this characterization of inform ation-bearing me
dium  best fits a loudspeaker in a room, as well as most 
real-world propagation problem s, attem pts at solutions 
have been sparse [6], [7].

The equipm ent available to us to m ake measurements 
on a loudspeaker, such as oscilloscopes and spectrum 
analyzers, w ork in either o f the prim ary domains and 
so do not present the third-dom ain results directly. This 
does not mean tha t other inform ation processing means,
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perhaps even hum an perception of sound, w ork wholly 
in the prim ary domains. W ithin the restrictions of the 
uncertainty principle, which is after all a m athem atical 
lim itation imposed by our own definitions, we shall take 
a given frequency range and find the time delay of all 
loudspeaker frequency com ponents within that range. 
The nature of this type of distortion is illustrated sche
matically in Fig. 1. If a m om entary burst of energy E( t )  
were fed a perfect loudspeaker, a similar burst o f energy 
E '( t )  would be observed by O some tim e later due to 
the finite velocity of propagation c. M ore generally an 
actual loudspeaker will be observed by O to have a time 
smeared energy distribution e(r). As far as the observer 
is concerned, the actual loudspeaker will have a spatial 
smear e(x).

ENERGY, IMPULSE AND DOUBLET

Anyone fam iliar with analysis equipment realizes that 
the display of Fig. 1 will take more than some simple 
assembly of components. In fact, it will take a closer 
scrutiny of the fundam ental concepts of energy, fre
quency, and time. The frequency-dom ain representation 
of an event is a complex quantity embodying an ampli
tude and a phase description. The tim e-domain represen
tation of the same event may also be expressed as a com 
plex quantity. The scalar representation of tim e-domain 
perform ance of a transmission system based on impulse 
excitation, which is common coinage in com munication 
engineering [9], is the real part of a more general vec
tor. The imaginary part of that vector is the H ilbert 
transform  [2], [4] of the real part and is associated with 
a special excitation signal called a doublet by this author. 
F or a nonturbulent (vortex free) medium wherein a  vec
tor representation is sufficient, the impulse and doublet 
responses completely characterize perform ance under 
conditions of superposition. F or a turbulent medium one 
must use an additional tensor excitation which in. most 
cases is a quadrupole. F or all loudspeaker tests we will 
perform, we need only concern ourselves with the im 
pulse and doublet response.

Any causal interception of inform ation from  a remote 
source implies an energy density associated with the ac
tions of that source. The energy density represents the 
amount of useful work which could be obtained by the 
receiver if he were sufficiently clever. F or the cases of 
interest in this paper, the total energy density at the 
point of reception is composed of a kinetic and a poten
tial energy density component. These energy density 
terms relate to the instantaneous state of departure from  
equilibrium of the medium due to the actions of the 
remote source.

If we wish to evaluate the am ount of total w ork which 
could be perform ed on an observer, whether m icrophone 
diaphragm or eardrum , at any moment, such as given in 
Fig. 1, then we m ust evaluate the instantaneous total 
energy density. In order to specify how much energy 
density is available to us from  a loudspeaker, and what 
time it arrives at our location if it is due to a predeter
mined portion of the frequency spectrum, we must 
choose our test signal very carefully and keep track of 
the ground rules of the equivalence of time and fre
quency descriptions. We m ay not, for example, simply 
insert a narrow  pulse of electrical energy into a loud
speaker, hoping that it simulates an impulse, and view

the intercepted m icrophone signal on an oscilloscope. 
W hat m ust be done is to determ ine first w hat frequency 
range is to be of interest; then generate a signal which 
contains only those frequencies. By the process of gener
ation of the excitation signal for a finite frequency band, 
we have defined the time epoch for this signal. In ter
ception of the loudspeaker acoustic signal should then 
be made a t the point o f desired measurem ent. This inter
ception should include both kinetic and potential energy 
densities. The total energy density, obtained as a sum of 
kinetic and potential energy densities, should then be 
displayed as a function of the time of interception.

The foregoing simplistic description is exactly what 
we shall do for actual loudspeakers. Those whose ex
perim ents are conducted in term s of the time domain 
only will im m ediately recognize tha t such an experiment 
is commonly characterized as physically unrealizable in 
the sense that having once started a time-only process, 
one cannot arbitrarily stop the clock or run it backward. 
In  order to circum vent this apparent difficulty we shall 
m ake use of the proper relation between frequency and 
tim e descriptions. R ather than use true physical tim e for 
a m easured param eter, the time m etric will be obtained 
as a F ourier transform  from  a frequency-domain m ea
surement. Because we are thus allowed to redefine the 
tim e m etric to suit our m easurem ent, it is possible to 
alter the time base in any m anner felt suitable. The price 
paid is a longer physical time for a given measurement.

Fig. 1. Symbolic representation of time-distance world 
line for observer O perceiving energy from loudspeaker S.

A loudspeaker energy plot representing one millisecond 
m ay take many seconds of real clock time to process, 
depending upon the time resolution desired. The process 
utilized will coincide in large measure with some used 
in  coherent com m unication practice, and the am ount by 
which the derived time metric exceeds the real clock 
tim e will correspond to  w hat is called filter processing 
gain. The basic signal process for our measurem ent will 
start with that of a time delay spectom eter (TDS) [1],
[16]. This is due not only to the basic simplicity of in
strum entation, but the “domain swapping” properties of 
a TDS which presents a complex frequency measure
m ent as a complex time signal and vice versa.

ANALYSIS, IMPULSE AND DOUBLET

If we consider that a tim e-dependent disturbance / ( / )  
is observed, we could say that either this was the result
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of a particular excitation of a general param eter /(x )  
such that

oo

J sin X ( t —x)
f ( x ) ------------------ dx

TT ( t ~ X )
(1)

or it was the result of operation on another param eter 
F(w ) such that

/ ( / )  =  f  F(ai)eia,tdb>. ( 2 )

Eq. (1) is known as F ourier’s single-integral form ula 
[4, p. 3] and is frequently expressed as

/ ( 0  =  S  f ( x ) S ( t — x ) d x (3)

where S ( t —x) is understood to mean the limiting form  
shown in Eq. (1 ) and is designated as an impulse be
cause of its singularity behavior [10].

The functions / ( x )  and F(co) o f Eqs. (2 ) and (3 ) ,  
Fourier’s two descriptions of the same event, are thus 
considered to be paired coefficients in the sense that each 
of them multiplied by its characteristic “driving func
tion” and integrated over all possible ranges of that driv
ing function yields the same functional dependence f ( t ) .  
This paired coefficient interpretation is that expressed by 
Campbell and Foster in their very significant work [8].

Eq. (3 ) may be looked upon as implying that there 
was a system, perhaps a loudspeaker, which had a par
ticular characterization / ( x ) .  W hen acted upon by the 
driving signal 8(t — x ), the response f ( t )  was the result
ant output. Conversely, Eq. (2 ) implies that there was 
another equally valid characterization. F(co) which when 
acted upon by the driving signal eiwt produced the same 
response /( f ) -

The functions / ( x )  and F(&>) are of course F ourier 
transform s of each other. The reason for not beginning 
our discussion by simply writing down the transform  
relations as is conventional practice is that to do so tends 
to overlook the real foundations of the principle. To 
illustrate that these functions are not the only such rela
tions one could use, consider the same system with a 
driving signal which elicits the response

g( t )  =  lim

00

J f  cos X {t — x)  — 11
/(x )  \ ------------------------ V dx  (4)

1  n ( t - x )  J

which as before we shall assume to exist as the limiting 
form

Also,

g( t )  =  f f ( x ) d ( t — x)dx .  (5)

g(t )  =  f F (o j){ — i sgn(o>)}e'atda>. (6)

Obviously this is an expression of the H ilbert trans
form  of Eqs. (2 ) and (3 ) [2], [4]. It is none the less a 
legitimate paired coefficient expansion of two ways of 
describing the same phenom enon g( t ) .  By observing the 
way in which 8( t —x)  and d ( t — x)  behave as the limit 
is approached in Eqs. (1 ) and (4 ) ,  it is apparent that 
both tend to zero everywhere except in a narrow region 
around the value where t —x. Thus there is not one, but 
at least two driving functions which tend toward a singu

larity behavior in the limit. As wc shall see, these two 
constitute the most im portant set of such singularity oper
ators when discussing physical properties of systems such 
as loudspeakers. Because of the nature of singularity ap
proached by each, we shall define them as impulse and 
doublet, respectively. T he following definitions will be 
assumed.

The impulse operator is approached as the defined 
limit

sin at
8 (0  =  lim --------- . (7)

The impulse operator is not a function but is defined 
from  Eq. (3 ) as an operation on the function f ( x )  to 
produce the value f ( t ) .  8(t )  is even symmetric. The 
application of an  electrical replica of the impulse oper
ator to any network will produce an output defined as 
the impulse response of that network. The Fourier trans
form  F(u>) o f this impulse response f ( t )  is defined as 
the frequency response of the network and is identical 
at any frequency to the complex quotient of output to 
input fo r tha t network when excited by a unit amplitude 
sine-wave signal of the given frequency.

The doublet operator is approached as the defined 
limit

d( t )  — lim
cos at — 1

(8)
771

The doublet operator is not a function but is defined 
from  Eq. (5 ) as an operation on the function f ( x )  to 
produce the value g( t ) .  d( t )  is odd symmetric. The ap
plication of an electrical replica of the doublet operator 
to any network will produce an output defined as the 
doublet response of that network. The doublet response 
is the H ilbert transform  of the impulse response. The 
Fourier transform  of the doublet response is identical to 
that of the impulse response, with the exception that the 
doublet phase spectrum  is advanced ninety degrees for 
negative frequencies and retarded ninety degrees for 
positive frequencies.

In addition to  the above definitions, the Fourier trans
form  of the impulse response will be defined as being of 
minimum phase type in that the accum ulation of phase 
lag for increasing frequency is a minimum for the re
sultant am plitude spectrum. The Fourier transform  of 
the doublet response will be defined as being of non
minimum phase.

I t m ust be observed that the doublet operator defined 
here is not identical to that sometimes seen derived from 
the impulse as a simple derivative and therefore possess
ing a transform  of nonuniform  amplitude spectral densi
ty [9, p. 542], The corresponding relation between the 
doublet operator d( t )  and the impulse operator 8 (0  
prior to the lim iting process is

d( t )

X

. - l i t
TT d '  J

8(x) In 1 -  —
x

dx. (9)

The distinction is tha t the doublet operator defined 
here has the same power spectral density as the impulse 
operator. Furtherm ore as can be seen from  Eq. (9 ), the 
doublet operator may be envisioned as the limit of a 
physical doublet, as defined in classical electrodynamics 
[ 10].
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ANALYTIC SIGNAL

W e have thus defined two system driving operators, 
the impulse and the doublet, which when applied to a 
system produce a  scalar time response. A lthough the re
lation between the tim e-domain responses is that o f H il
bert transform ation, if one were to view them  as an 
oscilloscope display, he may find it hard  to believe they 
were attributable to  the same system. However, the re
sultant frequency-dom ain representations are, except for 
the phase reference, identical in form. We will now de
velop a generalized response to show that it is not pos
sible to derive a unique time behavior from  incomplete 
knowledge of a restricted portion of the frequency re
sponse.

Symbolizing the operation of the F ourier integral 
transform  by the double arrow  <-», we can rewrite Eqs.
(2 ) and (6 ) as the paired coefficients

( io )

g( t )  *-> — i(sgn w)F((o). (11)

Multiplying Eq. (10) by a factor cos X and Eq. (11) 
by sin X and combining,

cos X • / ( f )  +  sin X • g (f) <-» F(w )[cos X — t(sgn &>) sin X],
( 12)

The frequency-domain representation is thus

F (c o )e~ i\  0 < o >  (13)

F (a j)e '\  0 >  to.

In this form  it is apparent that if we were to  have an 
accurate m easurem ent of the am plitude spectrum  of the 
frequency response of a system, such as a loudspeaker, 
and did not have any inform ation concerning its phase 
spectrum, we could not uniquely determ ine either the 
impulse response o r doublet response of tha t loudspeak
er. Such an am plitude-only spectrum  would arise from  
a standard anechoic cham ber m easurem ent or from  any 
of the power spectral density m easurem ents using non
coherent random  noise. This lack of uniqueness was 
pointed out in an earlier paper [2]. The best that one 
could do is to state that the resultant tim e-domain re
sponse is some linear com bination of impulse and doub
let response.

Because the tim e domain representation is a scalar, it 
is seen tha t Eq. 12 could be interpreted as a scalar oper
ation on a generalized tim e-domain vector such that

R e l W V i f O J ^ F M  • l'Msgn “ } (14)

where R e(x) m eans real part o f and where the vector 
h( t )  is defined as

h{t )  = K t ) + i g ( t ) .  (15)

This vector is com m only called the analytic signal in  
com munication theory, where it is norm ally associated 
with narrow-band processes [11], [12]. As can be seen 
from  (14) and the Appendix, it is no t restricted to 
narrow-band situations but can arise quite legitimately 
from  considerations of the whole spectrum. This ana
lytic signal is the general tim e-domain vector which con
tains the inform ation relating to the m agnitude and par

titioning of kinetic and potential energy densities.
The impulse and doublet response of a physical sys

tem, which in our case is the loudspeaker in a  room, is 
related to the stored and dissipated energy as perceived. 
This means that if  one wishes to  evaluate the time his
tory of energy in a loudspeaker, it is better sought from 
the analytic signal o f Eq. (1 5 ). It is not sufficient to 
simply use the conventional impulse response to  attem pt 
determ ination of energy arrivals for speakers. The mag
nitude of the analytic signal is an indication of the total 
energy in the signal, while the phase of the analytic 
signal is an indication of the exchange ratio of kinetic 
to potential energy. The exchange ratio o f kinetic to po
tential energy determ ines the upper bound for the local 
speed of propagation of physical influences capable of 
producing causal results. W e call this local speed the 
velocity of propagation through the medium. From  the 
basic Lagrange relations for nonconservative systems [13] 
it m ay be seen that the dissipation rate of energy is re
lated to the tim e rate o f change of the magnitude of the 
analytic signal. If  the system under analysis is such as 
to have a source of energy at a given tim e and is dis
sipative thereafter with no further sources, the magni
tude o f the analytic signal will be a maxim um  at that 
time corresponding to the mom ent of energy input and 
constantly diminishing thereafter. The result o f this is 
that if we wish to  know the time history of effective 
signal sources which contribute to a given portion of the 
frequency spectrum, it may be obtained by first isolat
ing the frequency spectrum of interest, then evaluating 
the analytic signal obtained from  a Fourier transform 
of this spectrum, finally noting those portions of the 
m agnitude of the analytic signal which are stationary 
with tim e (H am ilton’s principle) [10].

It becomes apparent that by this means we will be 
able to  take a  physical system such as a loudspeaker in 
a room  and determ ine not only when the direct and 
reflected sound arrives at a  given point, but the time 
spread of any given arrival. Because we will be measur
ing the arrival time pattern for a restricted frequency 
range, it is im portant to  know w hat tradeoffs exist be
cause of the spectrum  limitations, and how the effects 
can be minimized.

SPECTRUM WEIGHTING
W e will be characterizing the frequency-dependent 

time delay of a loudspeaker. The nature of the testing 
signal which we use should be such that minimum en
ergy exists outside the frequency band of interest, while 
at the same tim e allowing for a maxim um  resolution in 
the time domain. This joint domain occupancy problem 
has been around for quite some time and analytical so
lutions exist [14], F or loudspeaker testing where we wish 
to know the tim e-domain response for a restricted fre
quency band, we can use any signal which has a fre
quency spectrum  bounded to the testing band with mini
mum energy outside this band [19], [20]. An intuitive 
choice of a signal with a rectangular shaped frequency 
spectrum  which had m axim um  occupancy of the testing 
band would not be a good one, because the time-domain 
characterization while sharply peaked would not fall off 
very rapidly on either side of the peak. The consequence 
of this is that a genuine later arrival m ay be lost in the 
coherent sideband clutter of a strong signal. A  much
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better choice of band-limited spectrum  would be one 
which places m ore energy in the m idband frequency 
while reducing the energy at baud edge. Such a spec
trum  is said to be weighted. The weighting function is 
the frequency-dependent m ultiplier o f the spectral com 
ponents. A n entire uniform  spectrum  is spoken of as un
weighted, and a uniform  bounded spectrum  is said to  be 
weighted by a rectangular function.

T he proper definition o f spectrum  weighting m ust take 
into account both phase and am plitude. If a rectangular 
am plitude, minimum phase weighting is utilized, the re
sultant time function will be given by Eq. (1 ) w ithout 
the limit taken. The param eter X will be inversely pro
portional to the bandwidth. If rectangular am plitude but 
nonminimum phase weighting is utilized, then the time 
function will be given by Eq. (4 ).

It should be obvious that one can  weight either the 
tim e or frequency domain. W eighting in the time dom ain 
is frequently referred to as shaping of the pulse re
sponse. The purpose in either case is to  bound the re
sultant distribution of energy. Two types of weighting 
will be utilized in this paper. T he first is a Ham m ing 
weighting [14, p. 98] and takes the form  shown in Fig. 
2a. As used for spectral lim itation, this is an amplitude- 
only weighting with no resultant phase shift. A lthough 
this type o f weighting cannot be generated by linear cir
cuits, it can be obtained in an on-line processor by non
linear means. The second weighting is a product o f two 
functions. One function is the minimum phase am plitude 
and phase spectrum of a tuned circuit. The other func
tion is shown in Fig. 2b. This second weighting is that 
utilized in a TDS which will be used as a basic instru
ment for this paper.

Reference to the earlier paper and its analysis dis
closes that within the TDS interm ediate frequency am pli
fier (which of course could be centered at zero fre
quency), the inform ation relating to  a specific signal 
arrival is contained in the form

0 ( 0  =  [»'(0 ® w ( / ) ] 0 S ( f l f )  (16)

where 0  signifies convolution, S(ai)  is the complex
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Fig. 3. Block diagram of simple TDS.

Fourier transform  of the impulse response of the system 
under test, i ( t )  is the impulse response of the intermedi
ate frequency amplifier, and w (r) is the window func
tion defined as the impulse response o f a  quadratic 
phase circuit. It can be seen that the TD S provides a 
weighting of the tim e dom ain arrivals o f th a t signal 
selected in order to give an optim um presentation of the 
frequency spectrum.

TRANSFORMATION TO TIME

We will now consider how to convert a measured fre
quency response to  the analytic signal. W e must start of 
course by having the loudspeaker frequency response 
available. Assume then tha t the system under test is 
evaluated by the TDS. The block diagram of this is re
produced in  Fig. 3 from  an earlier paper. As before, a 
tunable frequency synthesizer is used. Assume that the 
output o f the interm ediate frequency amplifier is taken 
as shown. This output signal will be of the form of Eq. 
(1 6 ), bu t of course translated to lie at the center of the 
interm ediate frequency. Because the frequency deviation 
of the sweep oscillator is restricted to that portion of 
the frequency spectrum  of interest (dc to 10 kHz, for 
exam ple), the signal o( t )  is representative of this re
stricted range. The duration of sweep will be a fixed 
value of T  seconds, so that o (f)  is a signal repetetive in 
the period T.  Assume tha t we close the switch for o( t )  
shown in Fig. 3 for a period of T  seconds and open it 
prior to  and following th a t time. The signal characteri-
7n tin n  o u t  o f  th is  sw itc h  is

e'Ui,\ i ( t )  ® w ( r )  0 S (a t)  | R e c t ( r - T )  (17)

v/here the rectangular weighting function is defined as,

_  _  1, 0 < t < T
R e_t(r T ) ^ elsewhere. (18)

Assume we now m ultiply the signal by the complex
quantity

e-iu>it e'M  (19)

and the product is in turn multiplied by a weighting 
function A( r ) .  If we take the integral of the product of

(b)

Fig. 2. Various system weighting functions including ampli
tude (solid line) and phase (dashed line) utilized to bound 
the resultant energy when taking a Fourier transform, a. 
Hamming weighting, b. Quadratic phase all-pass weighting, 
c. Passive simple resonance weighting, d. Simple TDS weight
ing formed as a product of b and c.
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these functions, we have

/  [ R e c t O - D ]  • A ( t )  ■ { i O ) ® w ( t ) ® S ( a t ) }  ein‘dt. (20)
— cc

The infinite limits are possible because of the rec
tangular function which vanishes outside the finite tim e 
limits. The integral o f Eq. (20) m ay now be recognized 
as a Fourier transform  from  the t dom ain to  the a  do
main. This may be expressed in the a  domain as

define the param eter X of Eq. (1 3 ), even if both ampli
tude and phase spectra are measured. Because of this 
an unequivocal determ ination o f the impulse response 
(potential energy relation) o r of the doublet response 
(kinetic energy relation) m ay be impossible. One may 
always determ ine the analytic signal m agnitude (poten
tial plus kinetic energy rela tion). The tim e position of 
effective energy sources can be determ ined by noting the 
m om ents when the effective signal energy is a maximum.

(21)

where a(a')  is the transform  of the weighting in the t 
dom ain, I  (Cl) is the frequency response of the in ter
mediate frequency amplifier expressed in the ft domain, 
the exponential form  is the quadratic phase window 
function, and h((l)  is the ft dom ain form  of the ana
lytic function shown in Eq. (1 5 ). The reason that this 
is h(SL) and not the impulse response / ( f t )  is that we 
have assumed a TD S frequency sweep from  one fre
quency to another, where both are on the same side of 
zero frequency.

W hat we have done by all this is instrum ent a tech
nique to perform  an inverse F ourier transform  of a 
frequency response. The answer appears as a voltage 
which is a function of an offset frequency ft. Even 
though we energized the loudspeaker w ith a sweeping 
frequency, we obtain a voltage which corresponds to 
what we would have had if we fed an infinitely narrow  
pulse through a perfect frequency-weighted filter to  a 
loudspeaker. We now say that by changing an offset 
frequency ft, the answer we see is w hat would have been 
observed had we used a pulse and evaluated the re
sponse at a particular m om ent in time. By adjusting the 
offset frequency we can observe the value that would 
be seen for successive moments in time.

SINGLE- AND DOUBLE-SIDED SPECTRA

We will be making measurem ents in the frequency 
domain and from  this calculate the tim e-domain energy 
arrivals. If our m easurem ent includes zero frequency, 
we have shown earlier how one could invoke the odd 
symmetry requirem ent to define “absolute” phase [2]. 
By so doing we have eliminated the param eter X from  
Eq. (13 ). It is thus possible to calculate either the im
pulse or doublet tim e response in a unique m anner. 
However, since the lower and upper sidebands are re
dundant in the frequency domain, care must be taken, 
in using Eq. (20) that only one sideband, for example, 
positive frequencies, be used and the other sideband re
jected. Failure to do this will result in. an im proper cal
culation not only of impulse and doublet response, but 
o f the analytic signal as well. If one is aware of this 
single-sided versus double-sided spectrum  pitfall, he m ay 
use it to  advantage. F or example, if a perfectly symmet
ric double-sided spectrum is used, the analytic signal 
calculation will yield the impulse response directly, as 
can be seen from  Eq. (12 ).

M ost loudspeaker measurem ents are made in a single
sided m anner. F or example, one may wish to  know w hat 
tim e distribution arises from  the m idrange driver which 
works from  500 H z to 10 kHz. In this case, because 
zero frequency is not available it m ay not be possible to

INSTRUMENTATION

The loudspeaker energy arrivals are obtained from  the 
analytic signal. The signals o f interest are first isolated 
from  the rem ainder of the room  reflections by means of 
a TDS. This m easurem ent is the frequency domain de
scription of the loudspeaker anechoic response, even 
though the loudspeaker is situated in a room. This loud
speaker description, although m athem atically identical to 
a frequency-dom ain description, has been m ade avail
able w ithin the TD S in the tim e domain. In order to 
take a  F ourier transform  of this frequency-dom ain de
scription to obtain the tim e-dom ain analytic signal, we 
m ust m ultiply by a com plex sinusoid representing the 
tim e epoch, m ultiply this in turn  by a complex weight
ing function, and then integrate over all possible fre
quencies (Eq. 2 0 ). This process would norm ally re
quire substantial digital com putational facilities for a 
frequency-dom ain m easurem ent; however, the “domain 
swapping” properties of a TDS allow for straightforward 
continuous signal processing. Fig. 4 is a block diagram 
of the functions added to  the TDS of Fig. 3 to effect 
this process. T he signal from  the interm ediate frequency 
amplifier o f the TDS is buffered and fed to  two balanced 
mixers. By using an in-phase and quadrature multiplier 
o f the same frequency as the interm ediate frequency, 
the two outputs are obtained which are H ilbert trans
form s of each other and centered at zero frequency. 
Each of these is then isolated by low-pass filters and 
processed by identical switching multipliers controlled 
by a cosine function of the sweep time to effect a H am 
m ing weighting. The net output of each weighting net
w ork is then passed through sampling integrators. A t the 
start of a TDS sweep, the integrators are set to zero by

oft) 6 0 —  L P F ^ 0 —

"A

* 5 > - LPF -^£ X >

weight
gen.

A + B cos2nt/T

counter

— *—  
reset

accum.
D/A

Ir i V _ log.
conv.LPF LPF

X Y

Fig. 4. Block diagram of Fourier transformation equip
ment attaching to a TDS capable of displaying time-domain 
plots, a. Impulse response f(t). b. Doublet response g(t). c. 
Total energy density E(i ) .
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the same clock pulse that phase locks the TDS offset 
frequency synthesizer so as to preserve phase continuity. 
Each integrator then functions unim peded for the dura
tion of the sweep. If the proper phase has been set into 
the offsetting synthesizer, the output o f one integrator 
at the end of the sweep will correspond to the single 
value o f the impulse response for the m om ent of epoch 
chosen, while the other will correspond to  doublet re
sponse. If  the proper phase has not been selected, then 
one integrator will correspond to a linear com bination 
such as expressed in Eq. (1 2 ), while the other integrator 
will correspond to the quadrature term.

If one desires to plot the impulse or doublet response, 
the appropriate integrator output m ay be sent to  a zero- 
order hold circuit which clocks in the calculated value 
and retains it during the subsequent sweep calculation. 
This boxcar voltage m ay then be recorded as the ordi
nate on a plotter with the abscissa proportional to the 
epoch. One trick of the trade which is used when hori
zontal and vertical signals to a plotter are stepped simul
taneously, is to low-pass filter both channels with the 
same cutoff frequency. The plotter will now draw straight 
lines between interconnecting points.

If one is interested in the m agnitude of the analytic 
signal (1 4 ), which from  the Appendix, to be published 
December 1971, is related to energy history, then the 
most straightforward instrum entation is to  square the 
output from each integrator and linearly add to get the 
sum of squares. A logarithm ic amplifier following the 
sum of squares will enable a signal strength reading in 
dB without the need fo r a square root circuit. By doing 
this, a burden is placed on this logarithm ic amplifier 
since a 40-dB signal strength variation produces an 80- 
dB input change to the logarithm ic element. Fortunately, 
such an enormous range may be accom modated readily 
by conventional logarithm ic elements. F o r graphic re
cordings of energy arrival, the output o f the logarithmic 
amplifier may be fed through the same zero-order hold 
circuit as utilized for impulse and doublet response.

The configuration of Fig. 4 including quadrature m ul
tipliers, sampled integrators, and sum of squares cir
cuitry is quite often encountered in coherent com m uni
cation practice [17], [18]. This circuit is known to be an 
optimum detector in the mean error sense for coherent 
signals in a uniform ly random  noise environm ent. Its 
use in this paper is that of implementing an inverse 
Fourier transform  for total energy for a single-sided 
spectrum. An interesting byproduct of its use is thus an 
assurance that no analytically superior instrum entation 
as yet exists for extracting the coherent loudspeaker sig
nal from  a random  room noise environm ent.

CHOICE OF MICROPHONE

The inform ation which our coherent analysis equip
ment utilizes is related to  the energy density intercepted 
by the microphone. The total energy density in joules 
per cubic meter is com posed of kinetic energy density 
E t and potential energy density E v, w here [22, p. 356]

1
E t  ~  Poy2

E v  =  P0c V .  (2 2 )

The equilibrium  density is p0, v is the particle velocity, 
s is condensation or density deviation from  equilibrium, 
and c is velocity of energy propagation.

A t first glance it m ight be assumed that total energy 
may not be obtained from  either a  pressure responsive 
microphone which relates to  E v o r a velocity micro
phone relating to  E T. The answer to this dilemma may 
be found in the Appendix. One can always determine 
one energy com ponent, given the other. Hence a deter
m ination of acoustic pressure or velocity or an appro
priate m ixture o f pressure and velocity is sufficient to 
characterize the energy density of the original signal.

This means that any m icrophone, whether pressure, 
velocity, o r hybrid, m ay be used for this testing tech
nique, provided that a calibration exists over the fre
quency range for a given param eter. This also means 
that any perceptor which is activated by total w ork done 
on it by the acoustic signal will not be particular, wheth
er the energy bearing the inform ation is kinetic or po
tential. T here is some reason to believe that hum an 
sound preception falls into this category.
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Determination of Loudspeaker Signal Arrival Times* 

Part II

RICHARD C. HEYSER

Jet Propulsion Laboratory, California Institute o f  Technology, Pasadena, Calif.

EXPERIMENT

The inform ation to  be determ ined is the tim e delay of 
total acoustic energy th a t would be received from  a 
loudspeaker if fed from  an impulse of electrical energy. 
Because we are interested in tha t energy due to  a pre
selected po rtion .o f the frequency band, we m ay assume 
that the impulse is band limited by a special shaping 
filter prior to being sent to  the loudspeaker. This filter 
would not be physically realizable if we actually used 
an impulse for our test; but since we are using a method 
of coherent com m unication technology, we will be able 
to circumvent that obstacle. Fig. 5 shows three responses 
for a midrange horn loaded loudspeaker. The frequency 
band is dc to 10 kHz, and each response is m easured on 
the same time scale with zero milliseconds correspond
ing to the mom ent of speaker excitation. The driver unit 
was three feet from  the microphone. Curve (a ) is the 
m easured impulse response and is w hat one would see 
for m icrophone pressure response, had the loudspeaker 
been driven by a voltage impulse. Curve (b ) is the m ea
sured doublet response and is the H ilbert transform  of

* Presented April 30, 1971, at the 40th Convention of the 
Audio Engineering Society, Los Angeles. For Part I, please 
see pp. 734-743 of the October 1971 issue of this Journal.

(a ) .  In both (a) and (b) the m easured ordinate is 
linear voltage. Curve (c) is the to tal received energy 
on a logarithm ic scale. H ere the interplay of impulse, 
doublet, and total energy is evident.

3  3 . ST ^  .4 , 5 -

-t mili-js£coa/os

Fig. 5. Measured plots of impulse response / ( / ) ,  doublet 
response g(t) ,  and total energy density E  for a midrange 
horn loudspeaker for spectral components from dc to 10 kHz.
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frequ enc y  , Hz

Fig. 6. TDS plot of frequency response (amplitude only) 
of an eight-inch open-back cabinet mounted loudspeaker with 
microphone to cone air path spacing of three feet.

O - I O  k Hz

D i s t a n c e  3 F E E T

Fig. 7. Curve (a )—Energy-time arrival for loudspeaker of 
Fig. 6, taking all frequency components from dc to 10 kHz. 
Curve (b)—Superimposed measured curve to be expected if 
loudspeaker did not have time-delay distortion.

Fig. 6 is the TDS m easured am plitude frequency re
sponse of a good quality eight-inch loudspeaker m ount
ed in a small open-back cabinet. F o r simplicity the 
phase spectrum  is not included. Fig. 7 is the time delay 
of energy for the speaker of Fig. 6. Superimposed on 
this record is a plot o f w hat the time response would 
have been, had the actual loudspeaker position and 
acoustic position coincided and if there were no time- 
delay distortion. I t is clear from  this record that time- 
delay distortion truly exists. If  one considers all response 
within 20 dB of peak, it is evident tha t this loudspeaker 
is smeared out by about one foot behind its apparent 
physical location. It should be observed tha t the response 
dropoff above 5 kH z coincides with a gross tim e delay 
of about three inches, as predicted by earlier analysis 
(P art I, [2]).

Fig. 8 is a plot of energy versus equivalent distance in 
feet for a high-efficiency midrange horn loaded driver. 
The band covered is 500 H z to  1500 H z and includes 
the region from  low-frequency cutoff to midrange. The 
physical location of the driver phase plug is shown, and 
it may be seen that the acoustic and physical positions 
differ by nearly one foot. Fig. 9 is the same driver, but 
the band is 1000 Hz to 2000 Hz. The acoustic position 
is now closer to  the phase plug and a h in t of a double

hum p in delay is evident. Because the bandwidth is 1000 
Hz, the spatial resolution available does not allow for 
m ore complete definition of acoustic position for this 
type of display.

Fig. 10 is a data run on an eight-inch wide range 
loudspeaker w ithout baffle. A  scaled pseudo cross section 
o f the loudspeaker is shown for reference. The frequency 
range covered is dc to 20 kHz. A lthough the time-delay 
value may vary from  one part o f the spectrum to an
other, it is apparent tha t a wide frequency range per
cussive signal m ay suffer a spatial sm ear of the order of 
six inches.

Fig. 11 is a medium-quality six-inch loudspeaker 
m ounted in an open-back cabinet. The position of main 
energy is, as predicted, quite close to that which would 
be assumed for a cutoff at about 5 kHz. The secondary 
hum p of energy from  3 to 3.5 milliseconds is not due 
to acoustic energy spilling around the side of the en
closure, but is a time delay inherent in the loudspeaker 
itself.

Fig. 12 is the energy received from  an unterm inated 
midrange driver excited from  dc to 10 kHz. The effect 
o f unterm ination is seen as a superposition of an expo
nential time delay, due to  a relatively high O resonance, 
and internal reverberation with a 0.3-millisecond period.
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Fig. 8. Energy-time arrival for high-quality midrange horn 
loudspeaker for all components from 500 Hz to 1500 Hz. 
Measured position of phase plug is shown.

Fig. 9. Same loudspeaker as Fig. 8, but excitation is frorr 
1000 Hz to 2000 Hz.
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Fig. 10. Energy-time arrivals for unbaffled high-quality 
eight-inch loudspeaker. Frequency band is dc to 20 kHz and 
phantom sketch of loudspeaker physical location is included 
for identification of amount of time-delay distortion relative 
to speaker dimensions.

D I S T A N C E ,  f e e t

Fig. 11. Energy-time arrivals for open-back cabinet mount
ed medium-quality eight-inch loudspeaker. Frequency band 
is dc to 10 kHz and loudspeaker position shown to approxi
mate scale.

Fig. 13 shows the effect of im proper term ination by a 
horn with too high a flare rate. The resonance is more 
efficiently dam ped, but the internal reverberation due to  
acoustic mismatch stiff exists. This is a low-quality driver 
unit.

Fig. 14 is the time delay distortion of the m idrange 
driver discussed at some length elsewhere (P a rt I [2, 
Fig. 4]. The internal delayed voices are plainly in evi
dence.

Fig. 15 is a high-quality paper cone tweeter showing 
the time-delay distortion for the dc to 10-kHz frequency 
range. The multiplicity o f reverberent energy peaks with 
about a 0.13-millisecond period is due to  internal scat
tering within the tweeter. It is not at all clear from  the 
frequency response taken alone tha t such an effect ex
ists; however, by observing the time-delay characteristic 
it is possible to  know w hat indicators to  look fo r upon 
reexamination of the complete frequency response.

Fig. 16 is the time display o f a m ultiple-panel high- 
quality electrostatic loudspeaker. This is a 1-5-kH z re
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Fig. 12. Energy-time arrivals of unterminated low-quality 
midrange driver unit. Frequency range is dc to 10 kHz and 
physical position of driver shown.

sponse taken along the geometric axis of symmetry, co
inciding with the on-axis response. T he physical position 
of the closest portion of radiating elem ent occurs at a 
distance equivalent to  2 milliseconds air path delay. Fig. 
17 is the same speaker 15 degrees off axis. N o t only is 
the total energy down, bu t the contribution of adjacent 
panels is now evident.

Figs. 18 and 19 are dc to  25-kHz on-axis and 15- 
degree off-axis runs on a high-quality horn loaded com 
pression tweeter. T he positions of m outh, throat, and 
voice coil are shown in the on-axis record and several 
interesting effects are observable w hich do not show up 
in norm al analysis. There appears to  be a  small acoustic 
contribution due to  the horn m outh. This effect has been 
repeatedly seen by this author in such units. One pos
sible explanation is tha t a com pressional o r shear body 
wave is actually introduced in the m aterial o f the horn 
(o r cone in direct radiators) which travels a t least as 
fast as the air com pressional wave and causes an acous
tic radiation from  the bell o f the horn  itself. Also an

Fig. 13. Energy-time arrivals for improperly terminated 
driver unit of Fig. 12.

TIME DELAY SPECTROMETRY



o - i o

- t ,  M IL L IS E C .O N O S ,

Fig. 14. Dc to 10 kHz energy-time arrivals for midrange 
horn loaded loudspeaker exhibiting distinct nonminimum 
phase frequency response.

internal reverberation is observable following emergence 
o f the main loudspeaker energy. This reverberation ap
pears to be due to  acoustic scattering off the sides of the 
internal structure of the horn itself. This m ay be in
ferred from the 0.12-millisecond period seen in Fig. 18, 
which coincides with the on-axis geometry, together with 
the replacem ent by a different behavior 15 degrees off 
axis as seen in Fig. 19. This suggests that closer atten
tion might be paid to  the details of mechanical layout 
o f such horns whose acoustic properties may have been 
com prom ised for improved cosmetic appeal.

I t has been noted by several authors that a network 
which introduces frequency-dependent phase shift, only 
w ithout am plitude variation, quite often cannot be de
tected in an audio circuit, even when the phase shift is 
quite substantial. Because such networks create severe 
w aveform distortion for transient signals while not ap
parently effecting the listening quality of such signals, it 
is assumed by inference tha t phase distortion must be 
inaudible for most systems. Fig. 20 is a m easurem ent 
made through a nominal 2-millisecond electrical delay 
line with and w ithout a  series all-pass lattice. The net
w ork used is a passive four-term inal second-order lattice 
with a 1-kHz frequency of maximum phase rate. The 
frequency range is dc to 5 kHz, and an electronic delay

Fig. 16. On-axis energy-time response of high-quality elec
trostatic multi-panel midrange speaker with position of clos
est panel equivalent to air path delay of 2 milliseconds and 
1-5-kHz excitation.

Fig. 15 Dc to 10 kHz energy-time arrivals of paper cone 
tweeter exhibiting distinct reverberation characteristic.

is used to show the overall time delay on a scale com pa
rable to  that used for loudspeaker measurements. A l
though the lattice does indeed severely disturb the im
pulse response waveform, it is interesting to note that 
the total energy is not greatly effected when one con
siders a reasonable band of frequencies. Since this time- 
delay distortion, which agrees with calculated values, is 
due to  an analytically perfect signal, it is not at all un
likely tha t a m ultimiked program  heard over any loud
speaker possessing the degree of time-delay distortion 
m easured in this paper would not appear to show this 
particular phase-only distortion. In view of the am ount 
o f time-delay distortion evident in most loudspeakers, it 
m ight be presum ptuous to  assume that this effect is to
tally inaudible in all systems.

SUMMARY AND CONCLUSION

A ground rule has been utilized in assessing the linear 
perform ance of a loudspeaker in a room. This rule is 
tha t the quality of perform ance may be associated with 
the accuracy with which the direct sound wave at the 
position of an observer duplicates the electrical signals 
presented to the loudspeaker terminals. Although it is 
realized that there are many criteria of perform ance,

1 5 °  o f f  A X I S

I ~  5Kf(z

Fig. 17. 15-degree off-axis energy-time response of electro
static loudspeaker of Fig. 16.
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Fig. 18. On-axis energy-time response of a high-quality 
horn loaded compression tweeter. Frequency excitation is dc 
to 25 kHz and positions of mouth, throat, and voice coil 
shown.

this assumption of equivalence of acoustic effect result
ing from  an electrical cause has the advantage tha t it 
yields to objective analysis and test. The difference be
tween the total sound due to a loudspeaker in  a  room  
and the same loudspeaker in an  anechoic environm ent, 
for example, m ay be simplified to  the following model. 
In an anechoic environm ent we have one loudspeaker 
at a fixed range, azimuth, and elevation with respect to 
an observer. In  a room  we have the original anechoic

1 5 °  o f f  A X I S ,

0 - 2 5  K h iz
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Fig. 19. 15-degree off-axis energy-time response of speaker 
of Fig. 18.

loudspeaker, bu t in addition we have a m ultiplicity of 
equivalent loudspeakers assuming various positions of 
range, azimuth, and elevation. The additional loudspeak
ers, in this room  model, all have the same program  
material as the anechoic loudspeaker, bu t of course suf
fer tim e delays in excess of the direct path delay of the 
anechoic loudspeaker. Also each room  model loudspeak
er has a frequency response unique to itself. The ground- 
rule of loudspeaker quality m ay be applied to  each 
equivalent source in turn  and the composite effect ana
lyzed for total quality of response in the room.

A purely m athem atical analysis of any single loud
speaker in this room  model disclosed that there is a di

rect tie between frequency response and time smear of 
signal received by an observer. The analysis showed that 
if we were to isolate any speaker to  an anechoic en
vironm ent, we could duplicate the acoustic response as 
closely as we desired fo r any given observer by replac
ing the original speaker and its frequency response aber
rations with a num ber of perfect response loudspeakers. 
Each of these perfect response loudspeakers in this 
m athem atical model occupies its own special frequency- 
dependent position in space behind the apparent physical 
position of the original im perfect loudspeaker. The re
sult o f  this is that the acoustic image of a sound source 
is sm eared in space behind the originating speaker. Per
haps another way of looking at this is that even in an 
otherwise anechoic environm ent an actual loudspeaker 
could be considered to be a perfect transducer imbedded 
in its own special “room ” which creates an ensemble of 
equivalent sources. The type o f distortion caused by this 
multiplicity o f delayed equivalent sources has been called 
time-delay distortion.

A  m easurem ent of the am ount of time-delay distor
tion in  an actual loudspeaker in a room  has now been 
made. The anechoic frequency response, both am plitude 
and phase, was first isolated by time-delay spectrometry 
for the specific portion of frequency spectrum  of in
terest. The complex frequency response was then proc
essed by real-time continuous circuitry to yield the com 
plex time response.

Plots of the complex tim e vector com ponents as a 
function of equivalent time of arrival for a variety of 
loudspeakers have been presented. The existence of time- 
delay distortion has been verified by this direct experi
m ental evidence. It has been shown that the equivalent 
spatial sm ear fo r even the better class o f loudspeaker 
may am ount to  m any inches and that the equivalent 
acoustic source is always behind the apparent physical 
source location. It has not been possible to plot the indi
vidual joint tim e-frequency com ponents predicted m athe
m atically. This is because these com ponents overlap in 
the tim e and frequency domains and a single-domain 
time presentation, even though band limited, cannot 
separate sim ultaneous arrival com ponents. Sufficient ex
perim ental evidence has been presented to show that 
these com ponents do exist to an extent necessary to create

o

Fig. 20. Energy-time response. Curve (a)-—Electrical de
lay line with 2-millisecond delay and excitation from dc to 
5 kHz. Curve (b)—Delay line of (a) in series with second- 
order all-pass lattice which exhibits severe impulse response 
distortion due to rapid phase shift at 1 kHz.

------------------------ M o u r H  o h  M i s

--------------- Throat
I-------------------llo io E  C o i l .  0 - 2 S /< H z .
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the acoustic image smear detected by an observer.
Several energy principles have been originated and 

proved. W hile originally developed to  determ ine tech
niques for investigating time-delay distortion, these prin
ciples reach fa r beyond simple loudspeaker testing. It has 
been shown that the unit impulse is but one com ponent 
o f a  more generalized tensor. F o r nonturbulent systems 
the tensor becomes a simple two-component vector. This 
is the case fo r most acoustic and electronic situations 
of energy propagation. The conjugate term  to the unit 
impulse is the unit doublet. In an acoustic field gener
ated by a loudspeaker, one can  associate the potential 
energy density with the impulse response of the loud
speaker. W hen one does this he m ay then associate the 
kinetic energy density with the loudspeaker doublet re
sponse. The total energy density m ay be associated with 
the vector sum of impulse and doublet response. Inas
much as it is the total energy density which is available 
to perform  w ork on an eardrum  or m icrophone dia
phragm, the majority o f experimental data presented in 
this paper has been the time of arrival of this parameter.

It has also been shown that potential and kinetic

energy densities are not mathem atically independent if 
one is careful with his energy bookkeeping. W hat this 
means for acoustic radiation from a loudspeaker is that 
either the impulse o r doublet response is sufficient to 
determ ine total perform ance if one has the proper tools 
at his disposal. But one should be cautious of gross 
simplification in the event that impulse or doublet re
sponse is utilized independently. As with any incomplete 
analysis, certain truths may not be self-evident.

An interesting area of speculation is opened up when 
one realizes that any reasonably well-behaved acoustic 
transducer placed in a sound field is capable of yielding 
inform ation concerning the total energy density if as
sociated with a suitable means of data processing. One 
cannot help but incautiously suggest that a closer look 
at the hum an hearing mechanism m ight be justified to 
determ ine whether total sound energy detection rather 
than potential energy (pressure) could shed a light on 
some as yet unexplained capabilities we seem to possess 
in the perception o f sound.

Note: Mr. Heyser's biography appeared in the October 
1971 issue.
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Determination of Loudspeaker Signal Arrival Times* 
Part III

RICHARD C. HEYSER

Jet Propulsion Laboratory, California Institute o f Technology, Pasadena, Calif.

APPENDIX 

Energy Relations as Hilbert Transforms

A  fundam ental approach to a com plicated system m ay 
be m ade through tha t system’s energy relations. A ccord
ingly we present the following principles.

1) In a bounded system the internal energy density 
E  is related to  its potential and kinetic energy density 
com ponents V  and T  by the vector relation

\ / z T =  y f V  +  *V”T

where the vector com ponents are H ilbert transform s of 
each other.

2) In a  bounded system a com plete description of 
either the kinetic o r potential energy density is sufficient 
to determine the total internal energy density.

3) By appropriate choice of coordinates within a 
bounded system, the available energy at a point o f percep
tion due to a signal source a t a point of transm ission 
may be partitioned as follows.

a) The potential energy density is proportional to 
the square of the convolution integral of the signal w ith 
the system impulse response.

b ) The kinetic energy density is proportional to the 
square of the convolution integral o f the signal with the 
system doublet response.

* Presented April 30, 1971, at the 40th Convention of the 
Audio Engineering Society, Los Angeles. For Parts I and II, 
please see pp. 734-743 and pp. 829-834 of the October and 
November issues of this Journal.

The first law of therm odynam ics defines an exact dif
ferential function known as the internal energy (P art I, 
[10])

dE  =  dQ — dW , joules (23)

which equals the heat absorbed by the system less the 
w ork done by the system. By integration the energy may 
be obtained as a function of the state variables, and in 
particular for the class of electroacoustic situations of 
concern fo r this paper, it m ay be composed of kinetic 
energy and potential energy T  and V,

E  =  T  +  V , joules. (24)

By taking the tim e rate  o f change of the com ponents 
o f (23) and expressing this in engineering terms, we 
have (P a rt I, [23, p. 124])

d ( T  +  V)
   =  P — 2 F, watts (25)

dt

which asserts that the tim e rate of change of energy 
equals the power drawn from  the system less the energy 
dissipated as heat within the system.

Properly speaking, the internal energy of a system is 
tha t property which is changed as a causal result of 
work done on o r by that system. Energy, per se, is not 
generally m easured. W e may, however, describe and 
m easure the energy density. Energy density is a  measure 
of the instantaneous w ork which is available to be done 
by a system at a particular point in space and tim e if 
the  total energy partitioned among the state variables
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could be annihilated. Energy density for state variables 
j  is expressed as E (s )  and has the dimensions of joules 
per un it of s. The energy densities of joules per second 
and joules per cubic meter will be utilized in this paper. 
Energy density may be partitioned, for nonturbulent sys
tems, into kinetic and potential densities. The m ethods by 
which we measure energy density, even for acoustic sys
tems, m ay take the form  of m echanical, electrical, or 
chem ical means. The dynam ical considerations which 
gave rise to Eqs. (23) and (24) naturally  led to  the 
term s kinetic and potential. When dealing with electrical 
o r chemical characterizations, such term s are difficult to 
identify with the processes involved. This author has 
found it convenient to identify potential energy as the 
energy of coordinate configuration and kinetic energy as 
the energy of coordinate transform ation.

Assume that the ratio of total kinetic to potential en
ergy density at any m om ent is related to a param eter 6 
such that

V T /  y f y  =  tan e. (26)

From  (24) and (26) it is possible to  define the vector

y]~E =  \ T F  +  i -y rT  (27)

This is shown in Fig. A -l. We know from  physical con
siderations that the internal energy of any bounded sys
tem  is not only finite but traceable to a reasonable dis
tribution of energy sources and sinks. If, for example, 
we measure the acoustic field radiated from  a loudspeak
er, we know that the value of that field at any point does 
not depend upon the way in which we defined our co
ordinate system. We can state, therefore, tha t y  E  is
analytic in the param eter t and is o f class L 2 ( — oo , oo) 
such that

i :
IV fP  dt <  co. (28)

W hen conditions (27) and (28) are m et it is known 
that the vector com ponents of (27) are related by H il
bert transform ation (P art I, [4, p. 122]). Furtherm ore,

m 2 d, (V*7) 2 dt =  e/2 (29)

which means that not only is it possible to  express the 
kinetic and potential energy determ ining tim e com po
nents as H ilbert transform s, but when all tim e is con
sidered, there is an equipartition of energy.

The relationship between kinetic and potential energy 
density is true for a bounded system, that is, one in 
which a boundary may be envisioned of such an extent 
as to totally enclose a t any m om ent the total energy due 
to  a particular signal of interest. A proper summ ation of 
the energy terms within that boundary for the signal of 
interest would then disclose a partitioning in accordance 
with principle 1). A  m easurem ent of the energy density 
at a m icrophone location due to a rem ote source will 
only yield a part o f the total energy density of that 
source. The relation (27) will therefore not necessarily 
be observed by the m icrophone at any given moment. 
Thus, for example, the pressure and velocity com ponents 
at a point in an expanding sound wave from  a source 
will be related by w hat is called the acoustic impedance

of the medium  and are not necessarily at th a t point re
lated by H ilbert transform ation. However, we know that 
the source of sound was, at the mom ent of energization, 
a  bounded system and was therefore governed by the 
physics of (2 7 ). If the medium of propagation is such 
that a given energy com ponent im parted by the source 
is preserved in form  between source and microphone, 
we may take that m icrophone m easurem ent and recon
struct the total energy-time profile of the source by ana
lytical means. This observation is the basis for the m ea
surements o f this paper.

Any vector obtained from  (Eq. 27) by a process of 
rotation of coordinates m ust possess the same proper
ties. This surprisingly enough is fortunate, for although 
from  dynam ical arguments the com ponents shown in 
(Eq. 27) are the most significant, it quite frequently 
happens tha t an experiment m ay be unable to isolate a 
purely kinetic com ponent. This does not inhibit a system 
analysis based on total energy since we can obtain the 
to tal vector by adding our m easured quantity to  a quad
rature H ilbert transform  and be assured of a proper 
answer.

F or verification of principle 3) we m ust consider that 
class o f kinetic and potential energy related signals 
which could serve as stimulus to a system for resultant 
analysis. In particular we seek a signal form  which when 
used as a system stimulus will suffice to define within a 
proportionality constant the system vector (27) by an 
integral process. This is done so as to parallel the ana
lytical techniques which use a G reen’s function solution 
to  an impulse (P art 1, [10]) and of course the powerful 
D irac delta. Because we are dealing with quadrature 
term s we have not one but two possible energy stimuli. 
Consider the special representation of (2 7 ),

Vi « - ' = ! !
\2 w a  x

V ttT ) =  ' _ £ * * * ■

(30)

yjln
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Fig. A-2. Sketch of defined complex energy vector prior to 
allowing the parameter a to become large without limit. Im
pulse (7) and doublet (8) are shown as orthogonal projec
tions from this vector.

The energy density represented by this is obtained 
from  (24) as

E(x) =
sin2 ax  +  1 — 2 cos ax +  cos2 ax

2wax2
1 — cos ax

(31)

The total energy represented by (31) as a becomes large 
without limit is (Part I, [24])

lim
1 cos ax

dx = 1. (32)

Thus in the limit the quadrature term s of (30) produce 
a representation of unit total energy which exists only 
for x  =  0 and is null elsewhere. To see this more clearly 
rewrite (27) with (30) com ponents as

1 sin ■vat’
cyy) =  -? =  — ------

\2 i r  y

1 cos \ a y  — 1
\Z2rr

(33)

where y =  \  a x. The vector (33) is as shown in Fig. 
A-2 with its quadrature com ponents as projections. If we 
took the limiting form  of (33) as \  a becam e large 
without limit, this would approach the impulsive vector

e(y) =  8(y) +  id (y)  

where by definition

sin Ay

(34)

S(y) =  unit impulse =  lim

d(y) = unit doublet =  lim
X—> CO

Try

cos Ay — 1
7ry

(35)

This impulsive vector is symbolized in Fig. A-3 as its 
quadrature projections. It may be readily seen that 8(y) 
is identical to the impulse commonly referred to as the 
Dirac delta (Part 1, [10. p. 1-168]). To this author's 
knowledge this particular unit doublet has not received 
previous recognition.

In order to  justify the designation of the energy- 
related vector t{y )  as impulsive, consider the magnitude

squared form  shown in (3 1 ). It is known that (Part I, 
[4, p. 35])

lim f  / ( y )   ----------------\2 ^  dy =  ^x-> oo j  -co rrA(jr -  y)2

In the limit, utilizing (3 3 ),

f i x )  =  f  /(>•)[ t (* -  y) • <*(* -  y) | dy (37)

where the asterisk denotes complex conjugation. Thus 
the magnitude squared of the vector (34) is an impulse 
in the D irac delta sense, although the generating vector 
is composed of an impulse and a doublet.

W e know from  classical analysis that the response at 
a receiving point due to injection of a D irac delta at a 
transm itting point is a general system describing func
tion. If the system is such as to allow superposition of 
solutions, then we can state that the total energy density 
at the receiving point due to  an arbitrary forcing func
tion x (t)  a t the transm itting point is obtained from

\E ( t)  =  f
.! —a

x(t) h(t — r)dr (38)

where the describing function h ( t)  is the normalized 
system response to the D irac delta of total energy (3 4 ). 
Likewise the potential energy com ponent F ( r ) ,  also ob
tainable from  a D irac delta, has a sim ilar form  with its 
own describing function. It must therefore follow that 
there is a kinetic energy describing function obtained as 
the response to the unit doublet as assumed from the 
generating form  of (3 0 ). By this argum ent e(y) could 
be regarded as a unit energy impulsive vector composed 
of equal portions of potential energy producing impulse 
and kinetic energy producing doublet. The assumption 
tha t the impulse is related to potential energy is drawn 
by analogy of form  from  classical mechanics in the 
assumption that the difference in state following an off
setting impulse of position is positional displacement, 
while the difference of state following the doublet is 
velocity. Relating to circuit theory, suppose a single 
resonance circuit is excited by a unit impulse of voltage.

&

O

/  d o u b le t
d (x -O )

Fig. A-3. Sketch of limiting form assumed by components 
of Fig. A-2 when a is allowed to go to the limit. Note that 
the defining envelope of both impulse and doublet even as 
the limit is approached is proportional to the reciprocal of 
coordinate x.
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A t the instant following application of the impulse the 
capacitor has a stored charge (potential energy V2 C V 2) 
while the inductor has no current (kinetic energy V2 H 2). 
Thereafter, the circuit exchanges energy under the rela
tions (24) and (2 6 ). Should a unit doublet of voltage 
be applied, one would have as initial conditions a cu r
rent in the inductor with no net charge in the capacitor. 
If  one did not choose to identify the impulse with po
tential energy solely, he could multiply (34) by the unit 
vector of Eq. (14) to obtain

e *  {8(0 +  id ( 0 ) (39)

so as to redistribute the initially applied energy in the 
proper manner. Regardless of how one does this, it 
should be evident that a general description of system 
energy density must involve both the impulse and dou
blet response, not just the impulse response.

It might logically be asked why the need for a dou
blet response has not been previously felt with sufficient 
force to generate prior analysis. The answer is found in 
principle 2 ) . An analysis based on either the impulse or 
doublet can be used to derive a complete system analy
sis by appropriate manipulation. The physical reason 
why one cannot use solely the impulse response or dou
blet response is that a m easurem ent made on one sys
tem param eter, such as voltage, velocity, or pressure, can 
only express the m om entary state o f energy m easured 
by that param eter. One scalar param eter of the type 
available from  linear system operation does not represent 
the total system energy. A complete mathem atics of 
analysis could be generated based completely on the dou
blet driving function and obtain the same results as a 
mathematics based on the impulse. This is because in 
order to get a complete answer, the complementing re
sponse must be calculated for either approach. Among 
the examples which spring to m ind for the need of im 
pulse and doublet analysis jointly is K irchoff’s form ula
tion of Huygens’ principle fo r acoustics (P a rt I, [25, 
p. 43]) and the impulse and doublet source solutions for 
electric and magnetic waves (P art I, [10]).

The response of a system h ( t)  to  the unit energy 
operation (34) is, from  Eqs. (3 ) ,  (5 ) ,  and (1 5 ),

h(t) = f0 )  +  ifdr) f (x) «(/ — x) dx. (40)

The system response h (t)  is the analytic signal com 
posed of the impulse response /( f )  and the doublet re
sponse g ( t) .  From  (25) the time position of energy 
sinks and sources is found from  the local minima and 
maxima of

d_
dt (41)

W hile it is readily proved that the analytic signal h ( t)  
has a single-sided spectrum, this fact is of little value to 
our present consideration of energy. W e assume that the 
param eter under analysis is a scalar o r may be derived 
from  a scalar potential. W e assert that the sources of 
energy, which relate to the effective sources of sound, 
may be determined by considering both the kinetic and

g(t) F(u)

-fCt) f(t) f(t) f(t)

-/v feT
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/v f e )
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/
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V

\
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/

Hilbert Transform

-i sgncj F(co) 

b

Fourier Transform

Fig. A-4. Symbolic representation of functional changes 
brought about by successive applications of a. Hilbert trans
formation to conjugate functions of same dimensional pa
rameter; b. Fourier transformation to functions of reciprocal 
dimensional parameter.

potential energies. These m ay be obtained separately as 
scalar com ponents of the vector analytic signal. A local 
maxim um  in the magnitude of the analytic signal is due 
to  a local source of energy and not an energy exchange.

The total energy of (24) is a scalar obtained by 
squaring the defined vector com ponents of (2 7 ). The 
H ilbert transform  relations exist between the vector com
ponents of (27) and subsequently of (4 0 ). Although 
two successive applications of H ilbert transform ation 
produce the negative value of the original function 
(skew reciprocity), the energy being obtained as a square 
is uneffected. The Fourier transform  relating two descrip
tions of the same event is reciprocal in order that no 
preference be displayed in converting from  one domain 
to the other (Fig. A -4). The Hilbert transform , being 
skew reciprocal, does show a preference. This is also 
separately derived from  the C auchy-Riem ann relations 
fo r the analytic function (2 7 ). It should be observed 
that the geometric relation between analytic functions 
derived in [2, Appendix A] of P art I must hold between 
the impulse and doublet response. Hence it is possible 
to  generate a reasonably accurate sketch of the form  of 
a doublet response from an accurate impulse response 
measurem ent. F rom  these one could infer the form of 
total energy of a given system.

There is a strong generic tie between the imaginary 
unit i =  \ /  — 1 and the generalized Hilbert transform  in 
that two iterations of the operation produce a change of 
sign while four iterations completely restore the original 
function. One must surely be struck by the analogy of 
the energy related vectors (27) and (40) to  the quadra
ture operation of the imaginary unit which is known to 
be related to the system-describing operations of differ
entiation and integration.

Note: Mr. Heyser’s biography appeared in the October 
1971 issue.

60 TIME DELAY SPECTROMETRY




